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The use I the cuapu-=r for stz:.z-ical =znalyses has

—=s2 growing >+ lezps .nd oands in t.: —ast decade. Soma
n..rect evid: y of tnis L zrid grewt. zCe:s th= increasad
r“::crtlon of crticles rewcrting compu:== bared results in
=t zistical * Inals; tze large nizber c publicly
'va-lable st st*ca7 software 2nd - pacitages (r portad by
~m, Rvan, & u Tellema: (1377}, .) =xny of v ich becanm2
railable onl: witain t:e .5t i year: the cr =ztion of a
-ezzion on Stztisticzl cmco.t i .in th Aw. -ican
tatlstlcal =37ziatica; tL 3T CUpS,
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The use of :ne .. . ater ani statist.cal rpacs j2s for
statistical _nstrzcti..n. -~ %ne cther hand. has bean :rowiag
at a much slowe~ pic=, in COTDAr.son +1ith othk=2= uszgjse,
whether measured .2 = -7 .ty I Tn czalizTy. Sys = ic znd
reqular use of = = ~~:uz2r 1r -=2a~hiag szatist. -5 farc
from beinqg univer:=7 ., =z1& pay £ 11 be ¢ .sider=s: ©2 the
exception rathecz R ol the L. 2, - al? ="z:_5 of
instructior. Treos 2 [an” reascens 3T -he appi= 1T slow
growth in computs r~: ==isted Irstruct-on _::statisto—. TWO
of the mai- ones ar:. (1) *zry instructors of sz— stics,
who are knowledcec)ls in 1re swoject znec its trz__=ional
met hods of instruc—-z=. zre I=faw _lizt w-t:, or il:-z:-zase
in, the usse of the oorTuter 1 2enera’ «r the pa-=iz..3rs
in the use of stz:isiicmal sactages) cor 1= effactiv= uzs of
such facilities o =zs=si:t ‘ze “‘nstruc-ion of stetiswical
topics. Consegrenti—., text material axi lecture nctes that
are indepazndent zf = Comrute’ and re—zr+ advances iz its
softwvare ere still wzi=17 uc-Z. {2) ,t thos= instruc-ors
who are knculedqe:zle i; statistical computing, -he
following <ype c¢f =or>ime -t is cfter =oxpressad, "it 1is
sufficiently difficul: o z¢ver the s=z:_stic:l materiz_ in
a course without ha-.itg¢ =c teach +h: students compi-ing
{such statements are o>-tewq z<:.odranied ty laments about the
students' lack of Zzacyc-ound :- inverest in mathemac:zics
statistics, or computing, -t :=2uld be impossiktle to t==:ach
them the use of statistices . :é\\‘qec {or the computer; and
still have time left to teac. tte: statistics.®

Ww Ll

b

Both the above rezsc¢n:i cam be zttributed to the same
cause, to a large extent. This zause might be termed
wunfriendly computeress". is quite aprarent that
difficult-to-learn or unrRa—T— l languages associated with
operating systems and stT=-I.7:1ical packages have been
deterrents to statistical ~-mg-.<irg for many ‘irstructors ang
students #ho otherwise wculi hzuvs rade considerably more use
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af thenm. Fortunately, the situation is steadily improving:
sackaqge developers are qenerally paying rcre attention to
the userinterface aspects of their products; usar manuals
are better uwritten; and there are recently develcped
systems such as IDA and Xinitab which are particularly
suitable for use in conjunction with statistical instructionm
cecause of tipe simplicity of the larguages.

In this article, the author provides the reader with an
sutline of ©bpasic informaticn, as well as sources and
references for further information, on topics directly
related to the use of computers for statistical instruction.
We believe such information will be wuseful to those who are
contemplating the introducticn cf statistical packages as an
21d to their +teaching. . Some .of the information should ke
yseful even to those whe are already using the computer in
their statistical instruction because they may not be aware
of much of the =xisting Tescurses and literature references
ascembled here.

2. THE BOQLE OF THE CCHMPUTER IN STATISTICS

The computer is playing a majcr role today in various
aspects of research, application, and instruction in
statistics. In view of the tremendous power of existing.
computers and the availability of high quality software,
statisticians not only caua perform traditional <computing
tasks (associated with well established methodology) with
utmost ease accompanied by a high degree of numerical
precision, but can also apprrach old problems from nev
points of view much of which wculd not have been possible
without the computer to perform the otherwise extrenmely

tedious computatiors. " 20nyg the majcr areas of statistical
applications in whu:a +h¢ zomputer is an indispensible tool
-are: '

A.--Monte Ca ... ft es and Simulation Experiments,

B.--Routine Statist ical Analysis of Large Datasets,

C.--New Methodoclogies Involving Large Amounts of
Computing, €.g9., Robust Mdethcds, Iterative Hethods,
and Subsampling Methods,

D.--Exploratory Data Analysis and Model Building,

E.--vValidation of Statistical Assumptions via Residuals
Analyses and Graphical Methods.

REN
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3., THE ROLE CF STATISTICAL PACKAGES

Current usage of statistical packages, whether measuc-
by the number of people engaged in those activities or -:
amount of computer time used, prczzbly falls within <t
following categories. listed in decr=zszing crder of usa~ze:

[32

D

A.--Descriptive and Tabular Anz_vsis. Tools for us=-
in their prz=paraticn of of —-=zports involvig tatu._
and graphical displays c¢f data or suamaries
data.

il W

B.~~Tools ' Efor statisticians to facilitate £
performapce of tasks in 2. 2-E.

.

C.~-Aids to teachers in the instructicn of sta tistics.

4. HOW STATISTICAL PACKAGES SHOULD BE USED IN INSTROCTICN

we first propose some deneral guidelines on the use of
statistical packaqges in instructicn, independent of how they
are used to convey stecific statistical concepts or to
illustrate specific methodologies. They are as follows:

A.--Packaqges should sipply be used as a tcel 1in the

proper analysis of statistical data. A proper
analysis wmust nct Lte ccnstrained by vhat a
particular package can or caanot do. Often an

analysis may Trequire the use of several different
packages because of the limitations of capabilities
in the "standard" packages. Sometimes, none of the
existing packages will deliver uwhat needs to bLe
done on a particular fprcblem, in which case special
programs oT Tfoutines must te written to perform the
necessary tasks.

B.--The roles of statistics, statistical packages, and
their interface should be clearly established. It
is +the duzy of the instructor to convey tc the
students the prcper ccncerts of statistics aand the
proper apolication of statistical methodology,
regardless of what statistical packages are
available, what procedures are available within a
particular rackage, cr what sorts of outputs are
available within a particular procedure of a
particular packaqge.

Statistical packages (or the instructicz of

5]
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roeTial s -2 packages -1emselves) shci1ld piay
¢ MDpOrLTLT 2.2 to the le.minc¢ and app-icaticn
< stat_o . . FPar tcc ften, c-uyde-ts and
- e get toc involwved »w.th the
.crzcts <¢f varicus sc-twe = zckages
~av acquire the skill:s tc u:= oJne cf
gzt to rum jcb: usizg stz stical
.1« thevy lack the skills tc izzzzZpret:s
:recerly cr to ‘no% the . TTZTcTria*:
should follow in ana.".::2g
-Thecor oo rr=zepts of stat stics car - ten :
illust =zt = 7 simple rumerial examp_e:z Zun o
sta—i:s Di: pecizges. Such _emonstrations ne .-
fprove™ i 7 f=z but they =—nvariably cire _.ne
studer=s - --ucz better grasp of the <the=o-st :zal
con::e s - nave Seen cpe Or more nume zal
dem.». 2z .. s of those concepts. The fundzm - tal
idess u:r szi-.ving a samfplinc districuti:n 2
conf"i :z. I :terval, the centrel limit tteorex. an-
mar- = = difficult thecrers can e€asiil T an
coavonei. ..y be illustrated by rpumericsl eTanmple-
usi taz . “tzical packages.

It is vers” dii-:zult, if nct irpossible, to set :orth a
set of quide._nes :n how to teach specific torics ofF
statistizs using t.- ccrputer. T0 teach any pac-ticular
topic, <the i:struc. onal material which 1is optimzl for zn
elemer ry 1 -el cou. se will nct be suitable for ar audience
in ar _=terme:zizte advanced course. Hence, ev=n if the
same —s-2tist =3l pz.-izqe is used tc aid the inst-uction of
the = =e . :xic, ruch care must be given to how the
comptz- 10D rest._t= are tc be rresented or used by
diffe -z t c_asses of students (at various levels: . There
does ~r . zpo=2ar to k= any scurd, deneral rules, nor any
conce. . ated source ¢ good examples. In subsec==-on A of
the * s2rence sectica, a numbter of recent art:. -les are
cite: Th 2se ar+ticles deal with the actual uz= of the
compt.2r— or statistical packages at various _=zvels of
inst—ct—on., on a large number of topics. Th: 1list of
artic_- i= only intended to serve as a reprssantative
sampi= rezent work on computer-based methods or =-aterial
in =ze¢ stical instructicn. Moreover, sice: many
statisti-—=1 packaces are being used in instructic .. only
those ar+_clses abcut "the use cf fackage X in teach. 73" are
cited. srticles about "package X" or akout ste-_istical
packag=s ‘but withocut an erphbasis on their vs2  for
instru-tic are purposely omitted in order to keep t 2z list
modera: z1y small. While the ccmputer and stat stical
packages a.:e etsed to facilitate computational tasks

associatior with the execution of statistical methodiology,
one important aspect of statistics -- its und=rlying
philosopay -- and the impact of the <computer on the



rea’ization o©f th
instructicon, est=c
We shall =rief’lvy
next section.

elementary sta- istical couarses

ghi - -cphy, is ofts: overlcoked :i:
a 1 Ao
cuss “-hat philosophy anc approach in th-=

. fC ..)NCB, STA . 7 .C3, AND DAT. 2ANALYSIS

Trac :ic-ai. textboorl: o: statisticz and conventional
methods < .-. t—uction of+=n "__'1 short cI the real goals o
statistic 2z of prot_=t - .lving and analysis of rea.
data. T .+ . co. protlems :ze¢ —ten fresen+ed in the form o2
clear-cu- - __-defined = = v _s3es 1in confirmatory analysi=z
that bes& iz resemblzzc-. = the rroblems one is likel~
t0 encour. .n the Feal Hor. 4.

Stz-_3z< :2l1 analysis i: a delicate blend <cf art and
science : _vzing statisti=z_ data is seldcm, if ever, 2
one-pas: £ <. In addit_-- tc rcutine examination and
display »>f .35 data for rarical c<cccuracy, edit and
transfo . . tzcessary, : statisticiar wusually has to
carry 2. analysis th: .2 several iterations ‘tefore
arrivi: JE ome tentative :nclusicns. The use of the
compute .n : -struction gre- .y facilitates the teaching of
the rea: 3tic and proper ¢ <cach tc statistics. Such a
philosc - v -3 approach 1 zrticulated in the following
excerpt:

nr:-= analvsis, and <the parts of statistics which
adhere it, must then take <c¢n the characteristics of a

science rzther *han those c¢f mathematics, specificallv:

(1) Data analysis must seek for scofpe and
usef lness rather than security.
{2) Data analysis must be willirg to err

noderately often in order that inadequate
evidence shall nmore often suggest the right
answer.

(3) Data analysis must use mathematical argument
and mathematical results as bases for
judgment rather than as basis for proof or
stamps or validity." ({g. 6)

"Tf data analysis is to be well done, much of it must
be a matter of judqment, and 'thecry', whether statistical
or non-statistical, will kave tc guide, nct command."” (p. 10)

"The most important maxim for data analysis to heed,
and one which many statisticiars seem to have shunned, 1is
this: Par better an approximate answer to the right
question, which is often vague, than an exact answer to the

-



Wrong question, which can alwvays be made precise. {(z. 13)

JOHN TUKEY (1963) "The Future of Data Amalys.s" in

what Tukey said fifteen years ago rerains t_a=ly today

because explorztocy data analysis entails considz=r :bly more
computation, threcagh trials and refinements, thz- its one-
rass confirmatory analysis counterpart. Such an zr sroach is
possible, bux impractical, withcut the =2 '=rt of
appropriate cczputing softwars. Box{1976) re-: _-c-ed the

same theme in a recent article inp which he said

"In the inferential stage, the analyst acts as a
sponsor of the model. Ccnditicnal on the assum :tion of its
truth he selects the best statistical procedure £cr zanalysis
of the data. Having ccrpleted the analysis, :zcwever, he
must switch his role from sponsor to <critic. Conditional
pow on the contrary assurpticn that the =z de. may be
seriously faulty in one or more suspected or unsuspected
ways he applies appropriate diagncstic checks involving
various kinds of residual analysis.® (p. 793)

"The symptoms of (ccckbecokery) are a tenéiz=ncy to force
all prcblems into the s8sclds cf one or two routine
techniques, iasufficient thought being giver to the real
objectives of the investigaticr cr tc the reievance of the
assumpticns implied by the imposed methods." (p. 7°%7)

"Mat hemat istry is characterized by develoraent -7
thevry for theory's sake, which since it seldou toucnres dc: =
with practice, has a tendency tc redefine the proble:z rather
than solve it." (p. 797)

GEORGE FOX (1976) "Science and Statistics" in
Journal of the American Statistical Association.

The iterative process of teing a sporsor and a critic
of various tentative models is most effectively carried out
with the aid of appropriate interactive statistical rackages
cr langquages. The reason is that although the same steps of
analysis can be carried out usirqg gackages run in the batch-
mode, the long waits in turnaround tetween Jjot submission
and completion 4generally inhabit (at least deter) the
statistician or the student from trying out a large numter
of small changes in the aralysis or exfploring as many
alternative mnodes of analysis as they would under an
interactive enviroment.

The interactive system IDA was <created at a time and

N
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enviroment when ° . 6 hours turnaround for batch jobs was
net uncommon, it z.er that exploratory analyses could te
carried out in ¢ . -~:=ticm with a ccurse in data analysis
without the frus———=-ons of 1long delays assocciated with
batch computing. ..0cs  its creaticm in 1972, it has not
cnly been used :s:vily and effectively as an aid to
statistical instz.zt:cn, Lut has alsc been a useful tool in
sany projects of s=rious research and real problem solving.
Ling ard Robert= (1975) describes the interface between

interactive comp.ziny and data analysis as followus:

vl teractive computing articulates extremely well with
the recuirements of enlichtened statistical analysis, in
which the analvst examines data to help formulate an
appropriate stat=Zstical mcdel, arrlies diagnostic checks to
criticize the moZel, revises the model as necessary, and
continues the process until he is satisfied with that he has
done about as w=12 as he can within the given constraints of

time and space. Only then dces the final statistical
analysis ensue, and that is relatively cut and dried." (p.
411)

"Unlike wmany textlkook descrirptions of statistical

analysis, and also unlike many statistical packages (even in
timesharing), IDA does nct fresume that an aznalysis need be
done in a fixed sequence of operations. In crder to r«ploit
the capatabilities of user-wachine iteration, IDA Lreaks
down statistical operaticas intc relatively small modules
that can be executed in any seguence that is logically
possible. This permits the user to take advantage of what
he has learned at each stage before deciding what to do
next. Except for certain oktvicus restricticns in the order
of execution of commands (for example, the user must first
enter his data before he can edit, displav, or operate on
it), the user has complete freedor in going from any one
command to any other. Such freedom 1is ©particularly
important and useful in exploratory data analysis for
regression, where, in the prccess cf deciding on a model
that does justice to what seems to ke happening in the data,
the user ogenerally needs tc¢ examine residuals and fitted
values for tentative models, try transformations, possibly
delete observations to cttain dinsight intc the effect of
outliers, and examine various plots anl numerical model-
adequacy checks, not in any sgecific order but in an order
that aprears appropriate for the problem at hand, depending
on the feedback and interpretaticn of intermediate results.
Such a mode of analysis, though possible under other
systems, is generally much more cumbersome to execute than
in ICA." (p. 415) \

ROBERT LING AND HARRY FEOBERTS (1975) "ILCA: An Abproach
to Interactive Data Analysis in Teaching and Research" in

—— —— i Smah aleeal
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6. CHOICE AND EVALUATION CF STATISTICAL PACKAGES

A useful and up-tc-date reference <c¢n the publicly
available statistical software packages 1is the Index of
Statistical Software, edited by Fotert P. £Kohm, Thomas A.
Xvyan, Jr., and Paul F. Vellewman; available in microfiche

form in the Proceedings of the Statistical Computing

Sect ion, American Statistical Associaticn (1977) . It
consists of a compilaticn <¢f the responses by 56 package
develorers reqardiug the carability, availability,

portability, cost, and other relevant informatior akout each
package. In additiou, atstracts ¢f the packages (written by
their develorpers) are provided.

Kolm, Ryan, and Velleman describe the fpurpose and
content of the Index as follows:

"The purpose of the index 1is to provide a single
reference capaktle of answering many cf the first questions
that may arise when an individual 1is trying to deteraine
which computer program might best serve his needs. To serve
this goal, the index <consists primarily of three parts.
Part 1 is a listing of the general carpabilities of the
indexed programs. The goal of this portion of the index is
to cross reference programs and capakilities, e.g., which
programs do ANOVA, Sisple Data Descriptions, Factor
Analysis, etc. The second part of the index consists cf
miscellaneous details akout each Frcgranm. This portiorn of
the index is designed to aid the reader in determining
whether the progqrams of interest tc a particular user will
run cn his machine, in what computer lanquage it is written,
in what form is the progras available, etc. The third
gcrtion of the index consists of the names and addresses cf
the developer, distributcr c¢f the pProgram, distributor of
‘the documentation, and the person who completed the .
questionnaire reply. It alsc ccntains an ahstract of the
computer program wCitten by the persoa who completed the
questionnaire, typically the developer. Virtually no
guidelines were given to the developer in the writing of the
abstract, so they are quite differernt in appearance. The
abstracts provide the developers with a form 1in which they
rmay describe special features cf their prcgram that are not
adequately covered by the questionnaire. Many developers
have chosen to descrikte their strcng fcints and those
features which they feel make their programs unique."

The author believes the Index will serve its goals well
and that the Index (and its future editions) will prcve to

be an indispensible scurce cf information atout the
available statistical software. The questionnaire which
generated the 1Index is reproduced in Appendix 3, and the

tabulation of the responses is regrcduced in Appendix B.
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The Index makes no atteapt to evaluate any of the
indexed packages. There are pmary recent articles which deal
with the evaluation and comparison of packages or particular
routines within packages. A list <f such articles is given
in subsection B of the Feference sectiosn.

In choosing one c¢r @more statistical packages for
instructional purposes, care should be given to the "ease of
use®”, ‘“handiness®, or "friendliness"™ of the packages. A
package which has a complicated control language or data
structure will necessitate studerts spending mech time
learning to use the package itself, thus leaving puch less
time learning about statistics. Existing packages leave
such to be desired in their user-interface implementations.
"OUnfriendly" systems andé packages still abcund, and they
should be avoided as instructional aid in statistics,
especially in courses taught at an elementary level. Many
universities find it necessary tc «cffer special 1-credit
hour courses just to teach students the control language of

one statistical packaqge, such as 5AS (which is one of the
more Yfriendly"® packages). The fear and frustration

students may experience in using less "friendly”" packages
can be extrapolated from that.

7. OTHER SCOUOECES OF INFORMATION

Apart from Journal articles, meetings, and other
activities affiliated with scientific societies, there are
numerous special publications ard special crganizations that
provide services and information that aie pertinent to the
use of the computer in statistical instruction. Some of
these are described below:

A. Informaticn ¢n hcw ccmfputers are used for
instructional purposes (not limited to statistical
instruction) by 57 educational ircstitutions ranging in

level from elementary schools to major universities has kEeen
compiled by the Human Besources Research Organizaticn,
published as the Academic (Computing Directory (1978).  The
Director, not only identifies the “exemplary" institutions,.
but provides informaticn ¢n the computers they have, how
they are used, and the reascns the institutions were
selected as "exemplar" of academic computing. In addition,
the name and address of a ccntact fFerson at each institution
- one who will answer questions from inguirers - is provided
for each entry. Copies of the Directory are available for
$3.95 each frcm: '

Human Besources Researtch Organlzatlon
300 N. WashingTon Street
Alexandria, VA 22314

1i
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Be. EDUNET is a national network ¢f colleges and
universities formed to prcmote the sharing cf computer-based
resources in higher educaticn. The operation of EDUNET is
overseen by the Planning Ccuncil cr Computing in Education
and Research, which was formed 1in 1974. The Planning
Council is one of several special activities of EDUCOM -~ a
non-profit organization established to further cooperative
efforts among institutions of higher learning. EDUNET makes
possible the connection of any cceputer terminal to many
computer centers across the country. Among the statistical
programs and packages accessiktle uander EDUNET (January,
1978) are: APL, BMDP, CATAEDIT, INSL, ¥ ANOVA, MINITAB II,
SPSS, TSP (at Stanford); BMD, DATATEXT, LIDA, TPL, TSP (at
Yale) ; FCST2%*%x, FCST3%*x*, FCSTU **x, STATNCV***,
STATPROB***, STATIS*** (at Dartacuth); MINITAB, STATJOB (at
Wisconsin} ; SCSS {at Notre Dame); ard mny cther packages at
other universities =such as Cornell, NIT, pPrinceton, and
Rice. For information atout available resources and
services, documentation, charges and accounting, and other
EDUNET matters, one may call the toll-free EDUNET Hotline
{80Q) 257-9505, or write to:

EDUNET Central
P. 0. Boy 364
Princeton, NJ C3540

and current information items about EDONET are
RES o members (and tc¢ cthers upon request) by the
;86 ivs®ioas EDONET News and ELUCCH Bulletin.

C. The Symposium on the Interface of Computer Sciernce
and Statistics, held annually since 1967, <consists of a
series of workshops c¢n topics involving statistical
computing. Papers presented at the workshops appear in the
proceedings of the Annual Sumpcsium. Articles on the use of
computers in statistical isnstruction has appeared regularly
in recent Proceedings.

D. The Association for Educational Data Systems (AEDS)
is an orgamization whick sSpcnscrs pumerous comptter related
activities in education on a variety of topics, including,
computer-assisted instruction, ccrputer-mapaged instruction,
ccmputer-assisted guidance, conputer-assisted testing, and
SO on. Alt hough mest cf its spcnsored activities are not
addressed specifically to statistical instruction, many of
thenm do apply tc ccrputer assisted instruction in
statistics. Its affiliated publications (and annual
subscription rate) are: the AEDS Jcurnal ($20), the AEDS
Monitor ($12), and the AEDS Bulletin ($5), all published
guarcterly. AEDS memberskip dues are 325 per year (student
$10) which include subscriptiors tc the publications listed
above.



12

8. REFERENCES

A. Computers in Statistical Instruction

Back, H.L. and Riley, A. (1975), "“A Note on the Use of a
Computer In Generating Examples for Practical Classes
in Biometry Teaching to Ncp—-Mathematicians," Bulletin
in Applied sStatistics, 2, 17-18.

Baker, f.B. and Rutner, V.P. (1973), Statistical Concepts
Package, Department cf Educaticnal Psychology,
University of Wiscorsin. '

. Bogvo, T.B. {1973), "The Use c¢f MANOVA in Teaching a

Graduate level Experimental L[esign Course," Proceedings
of Computer Science and Statistics: 1tk Appual

Symposium om the Interface, Statistical 1laboratory,
Iowa State University, 252-253.

Bohrer, R. (1973) , uComputer Packages in Teaching
Statistics: a SOUPAC User's View," Proceedings of
Computer Science and Statistics: 7th Annual Symposium

on the Interface, Statistical Laboratcry, Iowa State
University, 274-278.

Eradley, Drake R. (1978), "Ar Interactive Data-Generating
and Answer~Correcting Systenm for Problens in
Statistics,™ Behavior Research Me thods and
Instrumentation, 10, 218-227.

Bradley, D.R., Hotchkiss, C.M., Dumais, S.T., and Shea, S.L.
(1976}, “"Computer Assisted Instructicn in the Small
College," Proceedings of the Jth Conference on

Computing in the Underaraduate Currirula, Department of
Computer Science, Texas Christian University, 205-213.

Brown, William R., Cock, 1Ida, and Unkovic, Charles A.,
(1977) , wEffectively Teaching Undergraduate Social
Research via Ccmputer Data Ampalysis," Proceedings of
the 8th Conference cn Ccpruters in the Undergraduate
Curricula, Derartment of Ccmputer Science, Texas

Christiau University, 323-300.

Butler, Michael D., Dwass, Meyer, Joiner, Brian L., and

Swanson, James M. (1976), “Feport on the Roles of
Computers,"” in Modular Ipstruction Jia Statistics,
Washington,D.C.: American Statistical Association,
14-19.

Cox, D.F. (1973), n"The Use of the Statistical Analysis
System in Teaching," Proceedipgs of Ccmputer Scilence
and Statistics: 7th Anpual Sympcsium on the Interface,

13



13
Statistical Labcratcry, Icwa State University, 23€-237.

Craig, Frances B. and Bddy, William P. (1977), "Interactive
Data Analysis Through a Ccmputer Hetwork," Proceedings
of the Statistical Computing Section, American
Statistical Associaticn, 1€9-173.

DuMouchel, W.H. (1973), ™Using MIDAS to Teach Elementary
Statistics," Proceedings of Computer Science and
Statistics: 7th Annual Symposium on the Interface,
Statistical Laboratory, Iowa State University, 262-269.

Dunn, Robert M. and Gentlemen, Jane PF. (1977), "Interactive
Statistical Graphics as Used in Data Analysis and
Teaching," Proceedings of the Statistical Computing
Section, American Statistical Associa tion, 202-20E%.

Eskin, G. and Montgomery, D. {(1976), Data Analysis: Cases in

Computer and Model Assisted Marketing. Teaching Notes.
Stanford Barn, Palo Alte: Scientific Press.

Evans, D.A. {1973), "The Influence of Computers on the
Teaching of Statistics," Journal of the Royal
Statistical Society, {A)136, 153-190. ‘

Foster, F.G. and Smith, T.M.F. (1969), "The Computer as an
Aid in Teaching Statistics," Aprlied Statistician, 18,
264~-270.

Frane, J.W. {1973), "Educaticnal Aspects of the BMDI and BMD
Series of Statistical Ccmputer Programs: Point of View
of a Developer," Proceedings of Computer Science angd.
Statistics: 7th 2nnual Symposium on the Interface,
Statistical Laboratory, Iowa State University, 238-242.

Gallant, A.R. (1973), *“Some 2rguments Against the Use of
Statistical Packages in Teaching Sta tistical #ethods,"
Proceedings of Computer Science and Statistics: 1th
Annual Symposium on the 1Interface, Statistical
Laboratory, Iowa State University, 223-225.

Geeslin, Willianm E. (1977), "The Computer as an Aid for

Modular Instruction in Statistics,' Proceedings of the
8th Conference on Copputers in the Undergraduate
Curricula, Department of Ccmputer Science, Texas

Christian University, 347-350.

Gentleman, Jane F. (1976), "Interactive Graphics in a
Terminal-Equipped Classroom," Communications in
Statistics, Part A - Theory and Methods, 1, 949-968.

Gentleman, Jane PF. (1977), "It's All a Plot {Using
Interactive Computer Graphics in Teaching Statistics),"

the American Statistician, 31, 1€6-175.

14



14

Hartley, H.O. {1976), The Impact of Computers on
statistics,” in on the Histcry of Statistics 2and

Probability, New York,N.Y.: HMarcel Dekker, H419-442.

Haugh, L.D. {1973), "A Comfputer's Role 1in Introductory
Statistics Courses," Proceedings of Ccmputer Science
and Statistics: 7th Annual Syspcsium cn the Interface,
St atist ical labcratory, Iowa State University, 291-29€.

Holmes, P. {1975), "Osing Ccmputers in the Teaching of
Statistics," Mathematical Gazette, 59, 228-245.

Hopper, M.L. and Colen, S. {1976), "Statistics, Speakeasy
and the Computer," Proceedings cf Corruter Science and
Statistics: 9th Annual Symposium on the Interface, Los
Angeles, Calif.: Health Sciences Computing Facility,
ucLa, 250-255.

Joiner, B.L. and Campbell, C. (1975), "Some Interesting
Examples for Teaching Statistics,® Mathematics Teacher,
68, 364-369.

Jowett, D. (1973), WOMNITAE--A Tool for Teaching

Statistics," Proceedings c¢f Computer Science and
Statistics: 7th Annual Sympcsium cn the Interface,

Statistical Lakcratcry, Iowa State University, 228-232.

Rossack, C.P. (1973), "On the Use of the Comfputer in the

Teaching of Statistics," Eroceedings of Computer
Science and Statistics: 7th Anpual Symposium oD the
Interface, Statistical Labcratory, Iowa State

University, 226-227.

Rrutchkoff, R.G. (1973), "Rhy Teach Stochastic Simulation?"

Proceedingds of Computer Science angd Statistics: 1th
Annual Symposium on the Intecface, St atistical

' Laboratory, Iowa State University, 210-212.

Lehman, Richard S., Starr, E. James, and Young, Kenneth'C.
{1975), nComputer Aids in Teaching Statistics and
Mmethodology,"® ~ Behavior Research Methods and
Instrumentation, 7, 93-102.

Ling, R.P. and Roberts, H.V. (1975), "IDA: An Approach to
Interactive Data Analysis," Journal of Business, U8,

—— o e i

411,451,
Maghsoodloo, S., and Hool, J.N. (1976), "On Response
surface Me thodology And Its Computer-Assisted

Teaching,"™ the American Statistician, 30, 140-144.

Main, LC.A. (1971), ™A Ccmputer Simulaticn Approach for
Teaching Experimental Design," in Proceedings of the
" 79th Annual Convention of the American Psychological

| Ty
QT



15

Association, Washington,D.C.: Am<r ican Psychological
Association.

Marqolin, Barry H. (1976), "Design and Analysis of Factorial
Exper iments Via Interactive Computing in APL,"
Technometrics, 18, 135-150.

Mead, R. and Stearn, R.D. (1973), "The Use of the Computer
in the Teaching of Statistics," Journal of the Royal

Statistical Society , (A) 136, 191-2C4. Discussions,
205-225.

Meyer, Cecil H. (1977), ™"Use of a Computerized Forecasting
Model in the Teaching of Basic Business Statistics,"
Proceedinds of the 8th Conference on Computers in the
Undergrzduate  Curricula, Department of Conmputer
Science, Texas Christiar Uriversity, z5-32.

¥illward, R., Mazzucchelli, L., Magcon, S., and Moore, R,
{1578), "Intelligent Computer-Assisted Instruction,”

Behavior Resecarch Methcds and Instrumentation, 10,
213-217.
Mullér, M.E. {1970), "Computers as an Instrument for Data

Analysis," Technometrics, 12, 259-293.

Quade, TC. (1971), "Cn Using a Ccrversional Mode Computer in
an Intermediate Statistical Analysis Ccurse," Review of
InternatioNal Statistical Institute, 39, 343-345.

Roberts, Harry V. (1978), "statisticians Can Matter," the
American Statistician, 32, 45-51.

Fowe, K.E. (1975), "SIES as a Fart cf Statistical Computing
in Teaching and Data Amalysis," Proceedings cf Computer
Science and Statistics: €th Annual Symposium 0B the

Interface, Health Sciences Computing Facility, UCLA,
56~60.

Ryan, T.A. Jr., Jciner, B.L., and Ryan, B.F. (1975,
"Teaching Statistics withk Minitab II," Proceedings of
the 6th Conference on Computers in the Undergraduate
Curricula, Department c¢f Cceputer Science, Texas
Christian OUniversity, 195 z04.

Ryan, T.A. Jr., Jdoiner, B.l., and Ryan, B.F. (1976), MINITAB
Student Handtook, N. Scituate: Duxbury Press.

Rywick. Thomas (1975), “"Increasing Student Interest ty the
Use of 1Interactive Ccmfuter Simulation," Behavior
Research Methods and Instrumentation, 7, 103-104.

Scalzo, Frank, and Hugkes, Fewland (1977), "Integrating
Prepackaged Copputer Prcgrams Into An Undergraduate

3
.

1
£L



Introductory Statistics Course," Proceedings of the 8th
Conference on Computers in the Undergraduate Curricula.
Department of Comrzater Science, Texas Christian

University, 331-338.

Schatzoff, ®_. (1968), "“Aprlicaticns cf Time-shared Computers
in a “ratistics Curriculum," Journal of the American

Statistical Assecciation, 63, 192-208.

Searle, S.R. (1973), "How Little Computing Need We Teach to
Statistics Majors?" Eroceedings of Computer Science and
Statistics: 7th Annual Symposium on the Interface,

Statistical Laboratory, Iowa State University, 204-~209.

Sisca, J.L., Atkinson, D.T., and Shevokas, Carolyn (197¢),
"probability and Statistics: Experimental Results of a

Radically Different Teaching Method, " American
Mathematical Monthly, 82, 733-739.

Smith, D. J. {1977) , "Teaching Basic Statistics by Means of
Simlations," Bulletin in Applied Statistics, 4,1,
88-94. ' :

Sterrett, A. and Karian, 2.A. (157€), "A Laboratory for an
Elementary Statistics Course, " the American
Mathematical Monthly, 85, 113-116.

Storlie, - J. (1978), "“Microcomputers in Public Education:
Bccn or Bane? ,"™ AEDS Monitor, 17, 10,

Swanson, James M. {1976) , “"Ap Interactive Statistics
Laboratory,” in Mcdular Ibpstruction in Statistics,
Washington,D.C.: American Statistical Association,
90-96.

Tanis, Eliot aA. (1977, "pA Cceruter-Based Laboratory for
Mathematical Statistics and Protability," Proceedings
of the 8th Conference on Computers in the Ondergraduate
Curricula, Department of Computer Science, Texas

Christian University, 339-346.

Thurmond, J.B. and Cromer, 2.0. {1972), "Toward the Optimal
Use of Computsr Simulaticns in Teaching Scientific

Research Stratecy,™ Proceedings of the Conference on
Computers in the Underqraduate Curricula, Atlanta,
Georgia: Georgia Institute of Technology.

Tracy, BRobert J. (1876)Y , "p Computer—-Aided Procedure fcr
producing Interestirg Assigrrerts fcr Students of
Applied Statistics," Behavior Research MHethods and
Instrumentation, 8, 413. '

Wallace, D.L. (1969) , "Computers in the Teaching of
Statistics: . Where ar the Main Effects?," in

17



11

stical Coerutaticn, R.C. Milton and J.A. Nelder,
eds., New York: Academic Fress, 349-361.

Warren, R.D. (1973, "Using SPSS in Statistical Methdds
Courses,"  Proceedings c¢f  Computer Science  and
Statistics: 7th Annual Symposium on the Interface,

Statistical Labcratory, Iowa State University, 243-244.

Zahn, D.A. {1978y, "The Statistics Panel of UMap,"
Proceedings of the Statistical Ccmputing Section,
American Statistical Associaticn, 1978.

- ———

B. Evaluoation and Comparison of Statistical Software

Allen, I.E. and Velleman, F.F. (1977), "The Bandiness of
Package Regressicn Fcutines," Procedings of the

Statistical Computing Secticn, American Statistical
Association, 95-101.

Allerback, X.R. {(1973), "Lata Analysis Systems: a User's
Point of View," Social Science Information, 10, 23-35.

— i e e 2%

Avery, K.R.'and Avery, C.A. (1975), "Design and Development
of an Interactive Statistical =~ Systenm (SIPS) ,"
Proceedings of Computer Science and Statistics: 8th

Annual Symposium on thke Ircterface, Health Sciences

Computing Facility, UCLA, 49-55.

Anderson, R.E. and Coover,E.R. {1972), "®Wrapping Up the
Package: Critical Thoughts on Applications Software
for Social Data Analysis,® Comruters and the
Humanities, 7, &1-92.

Berk, Ronald A. ({1977), "Survey c¢f Integrated Statistical
Computer Packages," Behavicr Research Methods and
Instrumentation, 9, 277-280. ‘

Eryce, G. R., Francis, I., and Heiberger, R. H. (1978),
"Statistical Software Evaluaticn in the OUSA," COMESTAT,
Second Annual Symposiug cn Ccmputaticnal Statistics,
327-334. :

Carmer, S.G. {1975), "One Statistician's View of Consumer
Evaluation of Statistical Software," Proceedings cf

Computer Sciences and Statistics: 8th Annual Symposium
on the Interface, Health Sciences Computing Facility,
UCLA, 149-154.

Driscoll, Eileen, and Francis, Ivor (1977), "Some Measures
of Regression Package Perfcrmarce," Proceedings of the

Statistical Copputing Secticn, American Statistical

—— s T A s e S 2D




18

Association, 190-195.

Forsythe, A. and Hill, M. (1975), "“Lesign cf Experiments for
Comparative Evaluaticn cf Statistical Packages,"
Proceedings of the Statistical Computing Section,
American Statistical Association, 17-20.

FPrancis, 1I. (1973), "A Comparison of Several Analysis of
Variance Programs," Journal of the American Statistical
Association, 68, 860-865.

| Francis, I. (1975), "The Ncvice With a Statistical Package:

Performance . ¥Without Ccopetence," Proceed ings of
computer Science and Statistics: 8th Annual Sympcsium
on the Interface, Health Sciences Ccmputing Facility,
OCLA, 110-114.

Francis, I. and Heiterger, R.M. (1975), "The Evaluation of
Statistical Program Fackages--The Beginning,"
Proceedings of Computer Sciences and Statistics: £in
Annual Symposium on the Ipterface, Health Sciences
Computing Facility, 0Cla, 106-109.

Francis, I., Heiterqger, R.M., and Velleman, Paul F. (1975),
wCriteria and Considertions 1in the Evaluation of
Statistical . Prograre Packages," the American
Statistician, 25, 52-5¢.

Gentle, J.E. (19795), "Ccm;aniécns cf Statistical Packages by
Users Having Some Fasiliarity With - Comruting and
Statistics," Proceedindgs of the Statistical Computing

Section, American gstatistical  Association, 1975,
116-117.

Heiterger, R. M. (1973), "Statistical Computing Through
Statistical Packages: " An Introductory Course,"
Proceedings of Computer Science and Statistics: 1th
Annual Symposium on the Interface, Statistical

laboratory, Iowa State University, 218-222.

Heiberger, R.H. (1975a) , "2 Procedure for the Review of
Statistical Packages ard Its Agplication to the User
Interface With BRegression Frograms," Proceedindgs cf
Computer Sciences and Statistics: 8th Appual Symposiup

on the Interface, Health Sciences Computing Facility,
UCLA, 115-121.

Heiberger, R.M. (1975b), ®activities and Plans of the
- Committee on Evaluatico cf Sta tistical Progran

Packages," Proceedings of the Statistical Computing
Section, American Statistical 2ssociation, 1975, 1-2.

Hill, Maryann (1976a), "Prepared Discussion of the Workshop
on ‘'Evaluation of Statistical Program Packages',”

13



istics:

Pr-ceedings of Comruter Science Statisti 9
s An £
L

Ar.ual Symposium on tie Interface,
He .lth Sciences Computing Paciliity,

th
geles, Calif,:
149~ "%

and
Lc
ucLA,

Hill, Mz -vann (1976b), "Where Next 1in Software Eva 1 "
Proceedings of the Statistical Computing
Apmerican Statistical Assoc¢iation, 176-177.

Hoaglin, D.C. and Andrevs, D.F. (1975), "The Repu.
Ccmputation Based Results in Statistics," The
Statistician, 29, 12z-126.

1o}
v O
1D

Kohm, R.F. {1975), "Preliminarv Report: Index cf Available
Statistical Software," Proceedings of the Statistical

Computing Section, American Statistical Association,
1975, 3-9.
Miller, John E. and Francis, Ivor (197%), "A Computing

Novice With a Statistical Precqram Package: Interactive
Versus Batch," Proceedings of Computer Science and
Statistics: 9th Annual Symposium on the Interface, Los

Angeles,Calif.: Health Sciences Coamputing Facility,
»’d\! 4A;~ 231—236-

Pollas =, Leonard k. and Schnittijer, Carl Jd. (1977 ,
‘Frincipal-axis Factor Analysis: a Comparison of Four
Selected Computer Prcgras Packages,"” Education and
Psychological Measurement, 37, 207-212.

Ryan, T.A., Jr., Kohm, BR.F., and Ryan, B. F. (197%9),

"Interactive Statistics," Proceedings of Computer
Sciences and Statistics: 8th Annual Symposium on the
Inter face, Health Sciences <Ccmputing Facility, UCLA,
66-70.

Schucany, ¥.R., Mintoa, P.D., arnd Skannon, B.S.,dJr. {(1972) ,
n"A Survey of Statistical Fackages,' Computing Surveys,
14, 65-790

Swanson, J.M. and Riederer, S.A. (1975), "IHP and SHBIMP:
Small Interactive Mimics of OMNITAB," Proceedings of.

R

Computer Sciences and Statistics: 8th Annual Symposium

on the Interface, Health Sciences Computing Facility,
UCLA, 84-84. )

Thisted, Ronald A. {1976), "User Locumentation and Control

Lanquage: Evaluation and - Ccmpariscn of Statistical
Ccmputer Packages," EFroceedings of the Statistical
Computing Section,  Americap sStatistical Association,
24-30. :

Velieman, P.F. (1975), "Interactive Computing for

Exploratory Data Anpalysis 1: Disfplay Aalgorithms,"®
Proceedings of the Statistical Computing Section,-

o~
<



American Statistical Association, 142-146.

Vellemwan, P.F. and Welsch, R.E. (1975), "Some Evaluation
Criteria for Interactive Statistical Program Puckages,"
Proceedings of the Statistical Ccaputing Section,

Americap Statistical Asscciaticn, 10~ 2.

Velleman, P. F. and Welsch, R. E. (1972), "On Evaluating
Interactive Statistical Progran Packages,"
Communicztions in Statistics, E, 5, 1¢7-206.

Velleman, Paul P. and Allen, 1I. Elaine (1976), "The
Performance of Package Reqression Routines Under
Stress: a Preliminary Trial of A Regression Evaluation
Method, " American Statistical Asscciation, 1975
Proceedings of statistical Ccrputing Section, 297-304.

Velleman, P.F., Seaman, Jd., ard Allen, I.E. (1977,
“Evaluating Package Regressict Routines," Proceedings

of the Statistical Computing Section, American
Statistical Asscciaticn. 82-92.

Velleman, P.F., Seaman,J., and Allen, I.E. (31978,
"Evaluat ing Accuracy and Ccst «cf Computer Programs for
Multiple Regression: Theory, Methods, and Applications
for Widely Distrizuted Statistical Packages."
Unpublished manuscrirt.

¥ilkinscn, L. and Dallah, G.E. {1977), "2accuracy of Saumple
Moments Calculations Apmcrg FWidely Used Statistical
Programs," American Statistician, 31, 128-131.

e,
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Avallable Statistical Software.' microfiche
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ceewvee- AVAILABLE STATISTICAL SOFTWARE QUESTIONNAIRE --=w---

1.1 Complete nage for the package or program?

1.2 Short name or abbreviation for the prograa?

1.3 Principal developer:
Name
Organization,
Department
Addreas

Telephone ( ) -

1.4 Distributor if different from (1.3) abdove:
Name
Organization
Department
Address

Telephone ( ) -

1.5 Distributor of documentation if different fron (1.4):
Name
Organization
Department
Address

Telephone ( ) -

1.6 Person responsible for preparation of this reply if different from (1.3).
Name :
Organization
Department
Street :
City . State 2ip
Telephone ) —_

1.7 Date of last program release and identification (e.g. Version 5.3)
Date Identification __

1.8 Expected date of next release.
Date :
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Page 2
2.1 Does iWy program run in batch mode?

. (a) Yes
—— {b) No .

2.2 If your prcgram is interactive, can it run as a (One or more answers)

(a) Fully interactive program with prompting questions.
(b) Fully interactive prugram with ansvers inmmediately
avallable, but without prompting questions.
(c) As a control card checker (1i.e.
e>sentially interactive checking of control
cards for large batch-like analyses).

2.3 Program availability. (One or wore replies)

“a) Not available for export to other computation centers?
(b) Passively distributed to other centers?

(c) Actively distributed to other centera?

(d4) Available through time-sharing system?

i

2.4 If your program is avalleble for export, how {3 1t avallabdble?
(One or more answers)
{a) Under a rental agreement. Cost

(b) For purchase. Cost

(c) Through some computer association such as SHARE,
VIM, CUBE, DECUS, CONDZIT, etc.

"

2.5 If your program is available for export, how is it transported?

(a) In a form which i3 compatible with one computer brand only.
(b) In some readily transportable language (e.g. ANSI Fortrar).
(c) In separate versions for differernt computer brands.

2.6 1f your program is avallable for export, approximately
how many centers have received copies of your program?

2.7 ¥hich of the following documentations does your program have?
(One or more answers.)

(a) Primer intended for novice users or students with
worked out examples.

b) Reference Manual.

¢) On line "HELP"™ selectively available "on request.”
d) Implementation or systems prograpmers guide.

) Other

s
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Page 3
2.8 Please check all compilers or interpreters required.

_ (a) Fortran II
(b) Fortran IV
ANSI
(c) Not verified
(d) Verified on Bell Labs PFORT verifier
(e) Verified on cther verifier
(f) Extended FORTRAN IV
(g) COBOL
(k) PL/
(1) Assembler
(3) BaSIC
{x) APL
(1) Algol 60
(m) Algol 68
{(n) Other (please specify)
(o) Special compiler {please apecify)

T

n

On which computer makes has the program been
successfully run.

Manufacturer Model Operating system (if important)

2.10 Is your program:
—__ (a) Under continuing development.
___ (v) Being maintained only.
(c) No longer being maintained.
2.11 Are local program modifications permitted?

(a) Yes
(b) No

|

2.12 Are local additions of capabilities permitted?

(a) Yes
(b) No

2.13 Has Yyour program or package (or a technique unique to
your Pprogram or package) ever been reviewed or described in a widely
distributed journal or at a socliety mezeting?

____(a) Yes (pleaae list these on a separate sheet of paper)
. (b) ¥o ’
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3.1

w
-4

|

3.5

]

Page

Rank your program's strenglhs with respect to the following
applications (1 for strongest, 2 for second strongest etc.).
Do not rank inaporopriate items.

(a)
(b)
(c)
(d)
(e)

The analysis of data.

Data wanipulation, editing, table building, file handling.
Monte Carlo simulations

Teaching

Other

Which of the following would best describe your program?
(Check only one.}

(a)
(b)
(c)
(d)

(e)

A stand alone main proqTam.

A collection of separate main progranms.

A special purpose atetistical package or set of
programs (e.g. 8 linear models package).

An integrated general purpose 3ystem of statistical
routines running under a moniter.

A set of subroutines or similar groupings of code.

What is the principal intended audience of your program
in terms of statistical experience? {check only one)

(a)
(b)

(c)

()

Complete novices with little or no statistical background.
Naive users with one introductory survey courase in
atatistics.

A user with moderate eXxposure to statistics coming

from advanced courses in statistics or from periodic
exposure to statistical methodology.

An advanced or sophisticated uaer posaessing an

extensive background in statistical method and theory.

How would you describe your principal intended audience
in terms of computer experience? (check only one)

(a)
(b)
(c)

Novices with no previous exposure to data processing
or computers.

Naive usera who may have used the computer somewhat
(in a course for example).

Users with moderate eXposure to data processing
techniques and familiarity with either some languagres

* or with experience in using statistical packages.

(d)

For

Advanced or sophisticated uaers with programming
experience and/or data proceasing expertise.

what general fields is your package intended?

(One or more answers)

(a)
(b)
(c)
(g)
(e)
(r)

Biological sciences

The social sciences

The engineering and physieal sciences
Business and economics

General atatistics

Nther(s)
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For the Questions %.1 - §.30 please circle the most appropriate anawer using
folloving replies:

C Capability

L Limited

D Documented

F Feasibdble

I Insufficient
or "Blank"

P Planned

O Obsolete

The program or package has sufficient
capabilities in this area to be considered
as 2 feature.

The program or package has some capabilities
in this area, but they should be conasidered
as limited.

The .feature can be easily accomplished
using the documentation supplied with the
program, but is not a standard ("built-in®)
option.

The feature can be accomplished by users
with some expertise in the area.

The program or package has insufficient
capabilities in this area to be classified a2bove.

The program or package has either limited
or no capability in this area, but progran
changes are plarned to include this area
in the "C" classification within one Yyear.

The program developer considers the program
or this aspect of the program to be obsolete.

Programs may be listed in several categories. (For example, 2
nonparametric analysis of variance program would be listed
both in Analysis of Variance and in Nonparametric Statistics.)

the
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THE GENERAL CAPABILITIES AREAS

Data Mansgement
CLDFIZPO LI | File building and manipulation.
cCLDPFIPO §.,2 Yariable and category labeling.
CLDFIPO 4.3 Data transformations (standardization, logs,
arithmetic, etc.)
CLDPTI PO b4 Matrix computations and manipulations, -
CLDFIPO 8.5 Sorting and matching.
BEditing
CLDFIPO 4.6 Case selection/exclusion.
CLDFIPO LI} Consistency checking (simple and compound lozical checks)
CLDFIPO 4.8 Automatic error correction (consistency correction,
imputation, etc.)
Computations
CLDFIZPO 4.9 Simple data descriptions and statistics (means,

std.dev, histograms, t-test, =imple linear resression,
one way ANOVA, bivariate plotting, etc.)

CLDFIPO 5.10 Hultiple linear regression.

CLDFIZPO 4.1 Analysis of Variance (balanced data and
traditional designs).

CLDFIZPO .12 Analysis of Covarifance (balanced data and
traditional designs),

CLDFIPO 5,13 Canonical correlation and pPrincipal component analysis,

CLDFIPO b, 14 Factor Analyais.

ERIC

Aruitoxt provided by Eic:
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CLDFIPO 4,15 Multivariate analysis of variasnce and
discriminant analysis.

CLDFIZPO 4.16 Non-linear regreasion.
CLDFIPO §.17 Cluater analysis.

CLDFIZPO §5.18 Simple analysis of multi-way tables (percentages, ameans,
std. dev., etc.)

cCLDEFEIPO .19 Loglinear analysis of sultiway tables.
CLDFIPO 5.20 Other analysis of categorical data.
CLDFIPO .21 Variance estimation for complex sample designs.

CLDFIPO §.22 Time series analyses (spéctrua analysis,
Box-Jenkins, forecasting, etec.)

CLDFIZPO 8,23 Data smoothing and curve fitting
(exponential smoothinz, splines, etc.)

CLDFIZPO b 24 Bayesian atatiatics.
CLDFIPO 4,25 Honparasetric statistics.

cCLDFIPO 4.26 “Random number generation and siwmulation.

CLDFIPO §.27 Table printing (multi-way tables: formatted,
category labela, etc.)

CLDFIPO §.28 Graphica (veraatile displays of data and
intermediate resulta on printer, teletype,
or apecial graphics hardware. Note: hiatograms
and plots in which uaera have no control over
the choice of variablea, acales, or plot ayabola,
are here defined to be "Limited” L.

CcCLDFIPO N.29 Results of computationa available immediately
(not in a subsequent run) aa input to other
procedures (e.g. residuala treated aa data to
other procedurea.)

cCLDPIPO A.30 Reaulta of computation and intermediate results

(e.g. QR decompoaitionsa, correlation matricea, etc.)
output in machine-readable form (disk/tape/carda).

~=== Thank you =~--=

2-)

O

ERIC
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Selected Questionnaire Replies
reproduced (with permission) from

Kohm, Robert F., Ryan, Thomas A. Jr., and
Velleman, Paul F. (1977), "Index of Publicly
Available Statistical Software," microfiche
in Proceedings of the Statistical Computing
Section, American Statistical Associatioa.
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9. Siuple data deseription----v--e-ecccrroronmmcosns wimmemmsmscms cemesEms=ssesseMsEssssescos rememann 1. File manipulation
10, Hultiple linear-eecseceacecmmecccacoanennrooanmnres vernesann | | em=e- I S LIt T PP L L EEEL L 2. Variable labeling
regression LI I
11, Analysis of variance---e=e-mc-esrcmsmmpomemsammmnanrnsaloe [ 1] | cmcmmmemcmnaccnes B -~ 3. Transforaaticne
12. Analysis of covariances-=m=w---- woanmmnn veemoamas e B B I B B B T bbbty k. Natrix manipulaticns
13. Canonical correlatione-ee-cocmmamccnn- coemmammmes S I T I T T T B B L e L e « 5, Sorting & matching
§ principal component T T O O Y A
15, Pactor analysig--cesemcancrrraas cemmcmrmememsansoos P I TN L] ] avmemmcmammaccccccnmren= 6. Caze selection/exclusion
15. Kultivariate ANOVAerereccorecmnsarcomnmommasmsnse O I O I I B B BT T R e L by 7. Conaistency checking
t diseriainant analysis 0 T T T I of data -
16, Nonlinear regression---e-=mvvecemrrovanco===- RS T T T T T T B B TR R L b ew=== B, Auto errar correction
17, Cluster analysis--e-ceccuvcecccae- memem=raves T T T T T T O A
18, S{mple analysig---meocmnuaas vremeneeas S T T T T T T T O O O RCTRELLEDEL B 27, Table printing
of multi-vay tables 0 T T T T T T A I {sulti-vay tables)
19, Loglinear analysigee-e-ccsuamvarocmemcene O T O O L O O O B R ST L L --== 28, Graphics (versatile)
of Bulti-way tables rrrrrrrrrrtrer e
20, Other analyslgasveswcanas wemmeveenccoan T T T T T T O A AR IRCTC LR DL bl .- 29, Reuse of computations
of categorical data trrtrrrrrrrrrrrrerrrrnd in same run
21. VYarlance estimation-ee--ccsccmmmvenr=- (T T T T T T T T T T I A A R B BT LIS .. 30, Storage of computations
(complex sample designs) TR I T T T 1 T 2 T I A
22, Time series analysis~e---a=- vescans I I T T 1 T T I B R EL AL -~ 31, Run bateh
23. Data smoothing---c-m=ommnzccmacan IR R IR B T T T T T T T A O B B 32, Run interactively
b curve fitting frrrrrrrrrrrsrrrrrrrrd 1 I
24, Bayesian statisticsr-eeem-sen-- I T T L A T I O B L L 37, Statistical level
25. Nonparsaetric statisticseew-- 1 || IR I I I T T A T I B Jh, Computing level
26. Randos generatione~e----- S T T T T T T T T T B B I T O T T I
4 Simulation R N T T I T T T O O Pt
2222222111111 1 222331313113 Abstract
Progran §54832109876583210912348567878901234 pages I.D. ¢
MIT-SNAP 1 ¢ leellelld lce babd 18- 20 1977-001
APSTAT le leo 11 o 1focccee leclllee noce - 22 1977-002
AQD 1 1 elecellelffcececlcecadfloece ach 23 - 25 1977-003
The IMSL Library ccpee lpeccpococcollecltl llleo ¢ 26 - 29 1977-004
CTABSTAT le 1 cefecleel cecefnneec 30 - 3t 1977-005
7SP/DATATRAN ccelo ¢ le¢ leec ccc ¢c cccc ada 32 - 3¢ 1977-006
GLINM 1 cof ccce le 1 lee beb 35 - 35 1977-007
RGSP eppe d ccfcpooc ¢ e 3 - 36 1977-008
BMDP oc f cpocceocooecceolece loeoccoc 2 b 37 - 4 1977-009
BMD o y ecceoeeo 11 e¢lf 1111 2 d 82 - M 1977-010
WRAPS 1 1 lecalloce ¢ oc¢ ¢ ¢ 15 - A6 1977-011 .
LINWOOD and NONLINWOOD ¢ llee oottt leoo b b 67 - 88 1977-012
SAS fl1ffloffocccocctooooccogcococe boa 89 - 51 1977-013
s lcocalelo ofelflcceoccoococcocnad b 52 - 55 1977-01k
P-STAT pl cpo cocceoccocoooc ccoc bbb 5 - 57 1977-015
Minitab II e P p P llceplollof pecl baa 58 - 59 19771-016
SPSs le pppe poollecooce locfecl ¢ 12 60 - 61 1977-007
RUMMAGE flof 1 celft lo f J1o. cob 62 - 63 1977-018
HPSTAT PACS fo cofoplppfocceccolofelf coccnaab by - 65 1977-019
. CADA Monitor ppep P tleecncppoc cccpnaba 66 - 67 1977-020
IMPRESS 40 oc dd cdedeffdddooccoddol cecdenaad 68 - 68 1977-021
5CSS 11e¢ ccoced ¢l ¢ fina 69 - 710 1977-022
NTSYS 1 c leo l11loce clee ob M- 71 1977-083
MATCAL cecco ¢ o¢ a e 12« 12 1977-024
C-TAB 11 e e ¢ b 13- 13 19771-025

Q E}f}
b
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9. Siaple data descriptionm--essmesevesssomsouesmsmmnsonnssosnse sonronesonoson T n AR 1. File nznipulation
10, Multiple lipear--esseeenemmoomomonomness e LTI LLL LI | | crcvmmmmccceseurccaumnosenmmnas - 2. Varlable labeling
regresalon i
11, Analysis of varianceses-s=v-=-= vemmemmmctmemsenceroosasnnn | 1| ] eesecacncmccsmaracssmmnaramses 3. Transforsations
12, Analysis of covariangese-m-ss-smmmommoscenmasers wammmmnn (I I BT TR veusammmmcosmmaasmnns §. Matrix manipulations
13, Canonical correlation-o-se-cscesmcscnsns S L) PL LT Y]] eeemeccconmmnenaennonss .-« 5. Sorting & satching
4 principal component T T O I
14, Factor analysiseseeemsenoncceomvmc: sonmmemnnoooanse R e e « 6. Case selection/exclusion
15, Hultivariate ANOVA=seowvmnomomnommmmmnamosumnonas T I I B R B e 7. Consistency checking
L diseriminant analysis [ I T I O O I I A of data
16, Nonlinear regressioneeccwemmcasmunncenmnvoeou- S T T T T T T O I I O IR PR b 8. Auto error correctlon
17, Cluater analysis----- tromsenmrorunmsnans PO I T T T B
18, Sizple analysige-manmeoon-- veemmmmemrcomoma R R Rt e Lt bbbl 27. Table printing
of wulti-way tebles frrrrrrrrreenrrryret (multi-vay tsbles)
19, Loglinear analyslges-encwocmmcmvons reenan R R R et 26, Graphics (versatile)
of multi-vay tables NN
20. Other analysisrecccec--- wemsememmmronn. I S O O T T T O B B BV L bl 25. Reuse of computations
of categorical data ftrrrrrtrrrrrrrrrrrrent in sase run
21. Variance estimation--ewecececccmcenmn=n T I T T T T T I R BED S E e 30, Storage of computationy
(vowplex sample designs) BN N |
22, Time series analysig-ccevsnomauocas RN T A T T I B B RSt 3t. Run bateh
23, Data amoothing-swmemccc-emce- S O T T T T T T T T T T T I O I | | smenan - 32. Run interactively
4 curve fitting TR I O T T T O B B [
2. Bayesian statisticses--c-con--- IR IR R IR O AT T T A B I O B A 33, Statistical level
25. Nonparametric statistics----- EEEERREEE RN A At 34, Computing level
26. Random generaticne----- S T T T T T T T I O A A (I I
L Simulation prrrrrrrrrrerrrrrrrynd frvrvrrrrrnl
2222222111111 1 1 2223133131 Abstract
Prograe 6513210987654 32109123456787 901234 pages Lo
EFAP, COFAMM, LISREL III ¢ c o 0 6 ce¢ e b % - 715 1977-026
MULTIQUAL ¢ ¢ ¢ tb 76 - 76 19771027
HULTIVARIANCE ¢ ccecece c¢¢ e ¢ c¢ tb - 11 1917-028
L0G0G ¢ ¢ ¢ eh 78 - 78 1977-029
NORHOG ¢ ¢ ¢ bb 79 - 19 1977-030
EXPAK e ¢ ¢ bb 80 - 80 1977-031
MOCA e ' ¢ ce b b g1 - 81 1977-0%2
1SAR cretrefttertoredeccccececfloalel ca g2 - 082 1977-033
GENSTAT dd t decocepefeccecleccdedfececco cb 83 - 83 1977-03M
SOUPAC 11 f1 f ellcoclcecolecded llece ed 8y . 85 1977-035
ROSEPACK 1 ¢ ced coc lee ace 86 - 86 1977-036
STATII®0® dd c1 frrref decoece eccc gc neba 87 - 87 1977037
LOGLIN . 0P 1 el c cc aabd 88 - 88 1977-038
Speakeasy 11 cefffffececfecfceceepeecdle cecc aca 89 - 90 1977039
OMNITAR II 11 ppptffftftlcecclpece gdd peced baa 91 - 92 1977-040
AESTH cded cdddelddnebd 93 - 93 1977-00
DATAPAC ¢p pec ppeppppppppeerfpee leef ¢ 9% - 95 1977-0K2
DATAPLOT e f re 1 P 0 ¢ nace 96 - 97 1977-043
PROBPAC . nbeot 98 - 99 1977-04%
ALSTAT 11 e¢p 1leellec ce cel bba 100 - 9% 1977-085
0SIRIS le pe ccdeeclccceccoceleedel 1p ce 102 - 105  1977-006
CENTS-AID ¢ ! ec ¢ ¢ be 106 - 106  1977-047
TSERIES ¢ ee ¢ ell 1 ¢ ch 107 - 107 1977-088
EXPLORII ¢ el ch 108 - 108 1977-049
STATJOB e leffcocecece ccldcece bea 109 - 110 1977-050
Q
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9. Simple data description--ccem-=ssmcccmcnvo- secmmmmcrmsssmmase mmammuse teuemsmerosumsmemmmmmm—a—= <. Pile manipulation
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16. Nonlinear regressiones-eceeecemmrecsacmonnaeonn. O T I O I I A L B BT T e 8. luto error correction
17. Cluster analysig-reorecwamrmcmroccmcnmmrocaan O T T T T Y O
18, Simple analysigwee-=w--- cesvmamaccercsnnanna T T T I O 0 I B B LR B L 27. Table printing
of sulti-uay tables N T T T T T T I O O O (aulti-vay tabdlea)
19. Loglinear analysig-emccccemcmevrandunanas T T T T B B B bl 28, Graphics (versatile)
of sulti-wvay tables frrrrrerrrrrrrrrrind
20, Other analysis-cwcemoeacnwu- il T I T T T T A B O A AR AR DL SE L R 29, Reuse of computations
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2i, Variance estimationessvecorvaconcacas T R T T T T T O I A A B B 30, Storage of computations
(complex sample designs) R e
22, Time series apalyslgecce-= Oy T T T T T T T T T T I B B B ORCL XL L 31, Run dateh
23. Data smoothinge==-- S s CLL Tttt byttt bbbl eeeeses 32, Bun interactively
b curve fitting TR NI T T T T T T O O B
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b Simulation EEEEEEEEEEE R R
22222221 11111111 222313113133 Abatract
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